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Hierarchical data structures are common 

It is normal to work with entities that naturally belong to groups

• Leaves on a plant 

• Individuals in a population

• Ants in a colony

• Species in a community

• Populations in a geographical region

This hierarchical structures play a role in the statistical analysis 
(chapter 8 – the assumption of independence)



Fixed and random effects

Fixed effects: the level of the explanatory variables are of interest 
Fertilizer A, B or C

Typical question: Is yield higher when you use fertilizer A? 

Random effects: random sample from a population

A sample of leaves from a plant 

A sample of individuals in a population

A sample of populations in a geographical region

New type of question: How much of the observed variation is due to 
the randomly selected individual

Oplægsholder
Præsentationsnoter
Fixed factors are usually crossed – every fertilizer is used for every varietyRandom effects are often nested – a specific leaf can only be sampled from a specific plant



Fixed and random effects

Sheep 1 2 3 4 5 6

Female 20 20 20

Male 20 20 20

Sow rate 1 2 3 4

Variety 1 3 3 3 3

Variety 2 3 3 3 3

Sow rate and varieties are fixed effects

Sex is a fixed effect
Sheep is a random effect



Linear mixed model (both fixed and random effects)

Given a random sample (𝑦𝑦𝑖𝑖𝑖𝑖 , 𝑥𝑥𝑖𝑖𝑖𝑖 , 𝑧𝑧𝑖𝑖𝑖𝑖)
𝑦𝑦𝑖𝑖𝑖𝑖 is the observation 𝑗𝑗 out of 𝑛𝑛𝑖𝑖 observations from group 𝑖𝑖;
𝑖𝑖 = 1,2, … ,𝑚𝑚

𝑦𝑦𝑖𝑖𝑖𝑖 = 𝛼𝛼 𝑥𝑥𝑖𝑖𝑖𝑖 + 𝛽𝛽𝑖𝑖 𝑧𝑧𝑖𝑖𝑖𝑖 + 𝜖𝜖𝑖𝑖𝑖𝑖

Fixed component:

𝑥𝑥𝑖𝑖𝑖𝑖 is the fixed effect of observation 𝑦𝑦𝑖𝑖𝑖𝑖
𝛼𝛼 is the fixed-effect parameter 

𝜖𝜖𝑖𝑖𝑖𝑖 are normally distributed with mean 0 and variance σ2

Random component:

𝑧𝑧𝑖𝑖𝑖𝑖 are the random-effect regressors (group 𝑖𝑖)
𝛽𝛽𝑖𝑖 are the random-effect parameters for group 𝑖𝑖, that are assumed to 
be normally distributed with mean 0 and variance 𝜑𝜑2

Oplægsholder
Præsentationsnoter
𝜑 : Greek letter phi



Linear mixed model

𝑦𝑦𝑖𝑖𝑖𝑖 = 𝛼𝛼 𝑥𝑥𝑖𝑖𝑖𝑖 + 𝛽𝛽𝑖𝑖 𝑧𝑧𝑖𝑖𝑖𝑖 + 𝜖𝜖𝑖𝑖𝑖𝑖

In a mixed model there are two sources of variation:

𝜖𝜖𝑖𝑖𝑖𝑖 are normally distributed with mean 0 and variance σ2

= the sampling variance

𝛽𝛽𝑖𝑖 are the random-effect coefficients for group 𝑖𝑖, that are assumed 
to be normally distributed with mean 0 and variance 𝜑𝜑2

= the variation among groups



Fixed or random effects

Some factors may be considered to be either fixed or random 
effects

Fixed effects: 
• large flexibility

Random effects: 
• assumption of normal distribution 
• possible to generalize outside the sampled entities
• calculate variance components



Variance components – leaf example

Source DF SS MS E(MS)

Leaf 3 0.281 0.093 𝑛𝑛𝑖𝑖 𝜎𝜎𝐿𝐿2 + 𝜎𝜎𝐸𝐸2

Error 12 0.129 0.011 𝜎𝜎𝐸𝐸2

Total 15

4 �𝜎𝜎𝐿𝐿2 + �𝜎𝜎𝐸𝐸2 = 0.093 and �𝜎𝜎𝐸𝐸2 = 0.011 ⇒ �𝜎𝜎𝐿𝐿2 = 0.093−0.011
4

= 0.021

0.021
0.021+0.011

= 66% of the total variance is due to the sampled leaves

4 leaves are taken as a random sample from a 
larger population of leaves

4 discs are cut from each leaves (𝑛𝑛𝑖𝑖 = 4)

GLM: Calcium concentration = Leaf

Oplægsholder
Præsentationsnoter
Variance components: More variance among leaves (Intercept) than with-in leaves (residual variance) – consider sampling more leaves Remember slide with F=1: if variation among leaves is zero, then F = 1 



Variance components – leaf example – in R

Oplægsholder
Præsentationsnoter
New library: nlmeNew function: lmeCACONC~1 : estimate of the mean~1|LEAF: observations are grouped by the variable LEAF (1: intercept)



Variance components – plant and leaf example – in R

Relative large variation 
among the four plants 
(increase the number of 
plants in future experiments)



Sheep example (Exercise 8-1)

The lookup rate was 
observed in
3 male sheep and 
3 female sheep 
in 20 time periods

Did SEX have an affect 
on the lookup rate?

LUPRATE=SEX+SHEEP 

But SEX is nested within SHEEP, so 

LUPRATE=SEX+SHEEP is a wrong model  
SHEEP has 4 Df instead of 5 Df
114 residuals Df !!!

Instead make a mixed model 

Oplægsholder
Præsentationsnoter
SHEEP har 4 df – hvis du kender middelværdien af de 2 køn og 2 hanner og 2 hunner kan du regne middelværdien for de to resterende får ud



Sheep example – mixed model

Since it is a balanced 
design we get the same 
result (P = 0.251) as in 
Exercise 8-1 when 
using mean values 

More information: 
variance components



WEEK is a categorical 
variable

PIG is a random effect 

No effect of diet

Pig growth example - mixed model 



Independent residuals? 

Plot residuals as a function of their sampling order

Time series data – repeated measures



Autoregressive model of order 1

Given a random sample (𝑦𝑦𝑡𝑡 , 𝑥𝑥𝑡𝑡) measured repeatedly at times t

𝑦𝑦𝑡𝑡 = 𝑓𝑓 𝑥𝑥𝑡𝑡 + 𝜑𝜑 (𝑦𝑦𝑡𝑡−1 − 𝑓𝑓 𝑥𝑥𝑡𝑡−1 ) + 𝜖𝜖𝑡𝑡

The parameter 𝜑𝜑 measure the degree of autocorrelation

Relevant R functions:

Calculate the residuals: res=resid(model) 
Calculate the degree of autocorrelation: ar(res)

Update a mixed model: update(model, correlation = 
corCAR1(form = ~ t))



Autoregressive parameter 
(Phi)

No significant 
autocorrelation

Still no effect of diet

Pig growth example – update mixed model with AR1 



Useful functions in Library(nlme)

mixedmodel1=lme(y ~ x, random= ~1|ind)
summary(mixedmodel1)
anova.lme(mixedmodel1, type="m") 

mixedmodel2=update(mixedmodel1, correlation = corCAR1(form = 
~time))
summary(mixedmodel2)
anova.lme(mixedmodel2, type="m") 

anova(mixedmodel1,mixedmodel2) 

plot(mixedmodel) – plot of residuals
plot(ranef(mixedmodel)) – plot of random effects
res=resid(mixedmodel) – calculate residuals
plot(res) – another way to plot residuals



Mixed models in R

There are several R packages that fit mixed models:

nlme (used in the shown examples)

lme4

Crawley (2013): The R book

R-INLA (Bayesian statistics)
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